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Abstract 
This paper proposes a new method to enable a user to interactively edit an existing object displayed in a virtual 

scene on a free-viewpoint video in real time simultaneously while capturing its original real-world scene by a 

camera array. The proposed method consists of the pure extraction method and the editing method. The pure ex-

traction method is based on synthetic aperture imaging and purely extracts the whole shape of a target object that 

a user wants to edit on a free-viewpoint video even if the object is partially occluded by other objects. The edit-

ing method enables the user to interactively edit the extracted target object by 2D geometric transformations di-

rectly on the video in which the object is displayed in front of its background. The background is always dis-

played as it is in the real-world scene with no influence by the editing in the virtual scene; for example, any 

empty regions are not caused in the background in the virtual scene by the editing even if the background con-

tains moving objects. Some experimental results show a good ability of the proposed method. 

 

1. Introduction 

Many virtual-world imaging techniques have been developed to 

create a virtual scene to provide us rich experiences. A Virtual Reality 

(VR) technique creates a virtual world to walk through in a computer. 

An Augmented Reality (AR) technique adds virtual objects to a re-

al-world scene to augment it. Conversely, a Diminished Reality (DR) 

technique creates a virtual scene in which unwanted real objects are 

removed from a real-world scene. A Mixed Reality (MR) technique 

combines a real-world scene and a virtual scene to interact with each 

other. These techniques are included in a more general concept, Medi-

ated Reality, in which a real-world scene is altered diversely by a 

computer. In relation to these techniques, image-based or video-based 

rendering techniques have been actively developed. An image-based 

rendering technique creates a new image of a real-world scene seen 

from a virtual free-viewpoint using multiple images taken from differ-

ent camera positions without geometric models. 

In this paper, we propose a video-based rendering method to provide 

a combination of AR and DR applications. A user can alter a re-

al-world scene in real time by editing an object in the scene interac-

tively on a free-viewpoint video generated from videos taken by multi-

ple cameras of a camera array. Our method is based on light field 

rendering and synthetic aperture imaging to simulate a single camera 

with a large aperture lens by a camera array [1-14]. A synthetic aper-

ture imaging method generates a free-viewpoint image, which is called 

synthetic aperture image, so as to focus on a desired object by setting a 

focal plane at its depth. Even if the object is partially occluded by other 

objects near the camera array, the occlusion is mitigated on the image 

such that the whole shape of the “focused” occluded object can be seen 

through the “blurred” occluding objects. The occluded object is dis-

played with blurred color impurities of the occluding objects. 

Our method has two processes executed on a free-viewpoint video: 

the pure extraction of an object, and the editing of the extracted object. 

In the pure extraction, by focusing on a target object by a focal plane, 

the object is extracted and solely displayed in front of its background. 

Even if the object is partially occluded by other objects near the camera 

array, the whole shape of the occluded object is purely displayed with-

out blurred color impurities of the occluding objects. In the editing, the 

extracted target object can be interactively edited by 2D geometric 

transformations, such as scaling, rotation, and translation, while its 

background is always displayed as it is in the real-world scene with no 

influence by the editing in the virtual scene. 

The idea of our method was inspired by many kinds of image edit-

ing techniques on static images and videos such as texture synthesis, 

image completion, retargeting, and reshuffling [15]. Besides, back-

ground subtraction, or foreground extraction, is a related technique 

that separates a foreground object from its background on a video [16]. 

To our knowledge, any previous image editing methods did not allow 

a user to interactively edit a moving object in a scene directly on a 

video in real time simultaneously while capturing the scene by camer-

as. Our method enables interactive real-time editing of a moving object 

on a video even if it is partially occluded. Usual image editing methods 
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tackle a laborious problem to fill an empty region in the background 

caused by removing an object with suitable colors so as to look natural. 

In our method, the background is always displayed as it is in the re-

al-world scene with no influence caused by editing an object in the 

virtual scene; any empty regions are not caused in the background in 

the virtual scene even if the background contains moving objects. 

We can expect various applications using the ability of our method 

to virtually rearrange and remove objects existing in a real-world scene 

in real time. For example, a remote system, such as teleconference, can 

be realized in which a user can virtually handle an object existing in a 

remote place. For various design systems in the 3D space, such as 

room and landscape design, a designer can virtually rearrange existing 

objects by trial and error without actually moving them. 

 

2. Related work 

A light field of a scene is defined by a set of rays passing through the 

pixels of images taken from different camera positions. Each ray has 

the color of the point where the ray hits an object in the scene. Thus, 

the light field is a data set of colors to describe the scene. The concept 

of light field rendering was proposed by Levoy et al. [1] and Gortler et 

al. [2]. They defined a light field as a function of four parameters for a 

ray passing virtual two planes; the function returns the color of the 

point hit by the ray. From this idea, Isaksen et al. proposed a synthetic 

aperture imaging method using a planar camera array to simulate a 

single camera with a large aperture lens [3]. A synthetic aperture image 

is generated by averaging images taken by multiple cameras. Its focus 

and depth of field can be controlled by a focal plane and an aperture 

filter, and an occluded object can be seen through occluding objects.  

While Isaksen’s method treated static images, Yang et al. proposed a 

method to treat videos [4]. Their distributed light field camera system 

with 64 video cameras generates a synthetic aperture video in real time. 

Vaish el al. proposed a calibration method for a planar camera array 

using planar parallax [5], which was improved for a non-planar camera 

array later [6]. Wilburn et al. developed a large array system with 100 

video cameras, which realized various applications including synthetic 

aperture imaging [7]. Vaish el al. compared four cost functions using 

stereo, focus, median, and entropy for reconstructing the surface of an 

object from multiple images when it was partially occluded [8]. Joshi 

et al. proposed two synthetic aperture imaging methods to track a 

moving object through occlusions by sweeping a focal plane [9]. Pei et 

al. also proposed a tracking method using a plane sweep approach by 

combining synthetic aperture imaging and background subtraction [10]. 

Their method tracks multiple objects well by detecting their optimal 

depths and achieves better performance than Joshi’s method. Yang et al. 

proposed a method to display the whole non-planar surface of an oc-

cluded object sharply by combining synthetic aperture imaging with 

multiple layer image fusion [11]. 

For occlusions, a usual synthetic aperture imaging method displays 

an occluded object in focus sharply by blurring occluding objects out 

of focus, not by actually removing them. This relatively mitigates the 

influence of the occluding objects. Unlike this approach, some meth-

ods actually remove occluding objects to display only an occluded 

object without blurred color impurities of the occluding objects. Lin et 

al. proposed a method to recover 3D scene layers from a light field of a 

static scene with occlusions by an iterative optimization algorithm [12]. 

McCloskey proposed a method to remove a nearby occluding object 

from distant occluded background in a static image taken by a micro-

lens-based light field camera [13]. The method proposed by Yamashita 

et al. specializes in removing a fence in front of an object in a static 

scene using multi-focus images [14].  

While these methods treat static images, the methods below treat 

videos. Pei’s tracking method can remove an occluding object in front 

of a tracked object [10]. First, their method detects the optimal depth of 

the occluding object and its silhouette, which is used to remove its 

pixels in each camera image. Then, the remaining pixels are used for 

the occluded tracked object; after detecting its optimal depth, it is dis-

played purely by synthetic aperture imaging. They did not mention 

specific performances, such as fps, while the computation complexity 

was theoretically analyzed in comparison to Joshi’s method. Fehrman 

et al. proposed a method to display an occluded object purely without 

using synthetic aperture imaging [17]. They used a camera array with 

five cameras in a planar plus-styled configuration. The central camera 

is paired with the other four cameras, and the two images of each pair 

are used to estimate disparity and depth maps by stereo matching. By 

giving a depth for a desired occluded object, five camera images are 

combined to display it purely by removing occluding objects using the 

maps. In experiments, while most occluding objects were removed, 

some occluding parts remained due to the lack of stereo matching 

accuracy; particularly many edge parts made noticeable artifacts. The 

performance was 2 fps with a resolution of 320 by 240 pixels using an 

Intel Core i7-3610-QM 2.3GHz processor and 8GB memory. Unlike 

Fehrman’s method, our method uses synthetic aperture imaging. While 

Pei’s method uses a plane sweep approach with many focal planes for 

both an occluding object and an occluded object, our method uses only 

a single focal plane for an occluded object to distinguish it from oc-

cluding objects and display it purely by clustering pixel colors. Our 

approach is expected to be more efficient and accurate than previous 

approaches. 

 

3. Synthetic aperture imaging 

As shown in Fig. 1, to generate a free-viewpoint image ܫ௩ of a tar-

get object, each pixel ௩ ∈  ௩ has to be given the color of the pointܫ

 ௩ is hit by the ray passingࢄ ௩ on the surface of the object; the pointࢄ

through ௩ coming from the free-viewpoint ܸ. If the geometry of the 

object is known in advance, the point ࢄ௩ can be easily determined. 

Then, using camera images ܫ of cameras ܥ , ݅ ൌ 1,⋯ ,ܰ, on a 

camera array, the color ሺ௩ሻ of the pixel ௩ is given the average of 

the colors ሺሻ of the pixels  ∈  .௩ࢄ  whose rays hit the pointܫ
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 (a) (b) 

Figure 1. Free-viewpoint image. Figure 2. Synthetic aperture image. 
 

 

 (a) (b) 
Figure 3. Occlusion problem. Figure 4. Relationship of synthetic pixels, camera pixels, and objects. 

 

However, if the object geometry is unknown, the above approach is 

not available because the object surface point ࢄ௩ cannot be obtained. 

One solution is to use a synthetic aperture imaging technique. In this 

technique, by using a focal plane given by a user, all camera images ܫ 

are projected onto the focal plane and their colors are averaged to gen-

erate a synthetic aperture image ܫ௩. On the image ܫ௩, objects near the 

focal plane appear sharply in focus, and objects far from the plane are 

blurred out of focus. As shown in Fig. 2, the point ࢄ on the focal 

plane projected to a pixel ௩ ∈  ௩ can be obtained without knowingܫ

the object geometry. By assuming the point ࢄ to be on the object 

surface, the color ሺ௩ሻ can be obtained from the colors ሺሻ of 

the pixels  ∈   beࢄ . Letࢄ  intersect the pointݎ  whose raysܫ

the points at which the rays ݎ hit the object surface. As shown in Fig. 

2 (a), if the object surface is near the focal plane, the points ࢄ௩ and 

 . Then, the average of theࢄ  are close to each other near the pointࢄ

colors ሺሻ is valid for the color ሺ௩ሻ, which makes the point 

 ௩ to be displayed sharply in focus. On the other hand, as shown inࢄ

Fig. 2 (b), if the object surface is far from the focal plane, the points 

 ሻ do notሺ  are far from each other. Then, the colorsࢄ ௩ andࢄ

validly contribute to the color ሺ௩ሻ, which makes the point ࢄ௩ to 

be displayed blurredly out of focus. 

 

4. Pure extraction of occluded object 

4.1 Occlusion problem 
When occluding objects exist between a camera array and a target 

object to focus on, the target object is partially occluded from the cam-

era array and each camera captures a part of the target object if the 

baselines of the cameras are large relative to the sizes of the occluding 

objects. Then, on a synthetic aperture image ܫ௩  generated as ex-

plained in section 3, the occluding objects out of focus are blurred, and 

the target object in focus is seen through the blurred occluding objects. 

The pureness of the target object on ܫ௩ depends on the degree of the 

occlusion. When the occlusion is severe, the target object appears 

impurely or almost disappears. The color ሺ௩ሻ, ௩ ∈  ௩, becomesܫ

the mixture of the colors ሺሻ,  ∈  , of the target object and theܫ

occluding objects, as shown in Fig. 3. The more pixels  capture the 

target object, the more purely the target object is displayed. 

 

4.2 Pure extraction method 
Our method extracts a partially occluded target object by removing 

blurred color impurities of occluding objects on a synthetic aperture 

image. Suppose that the surface of a target object is approximately 

planar and a focal plane is placed close to the surface. Let ࢄሺ௩ሻ be 

the point at which the ray of a synthetic pixel ௩ of a synthetic aper-

ture image ܫ௩ intersects the focal plane. Let ሺ௩ሻ, ݅ ൌ 1,⋯ ,ܰ, 

be the camera pixels of camera images ܫ whose rays intersect the 
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point ࢄሺ௩ሻ. Each camera pixel ሺ௩ሻ captures one of the three 

kinds of objects: a target object, an occluding object closer to the cam-

era array than the target object, and a back object farther from the 

camera array than the target object. A far back object is treated as a part 

of the background. The rays ݎ௩ of some synthetic pixels ௩ intersect 

the target object while the other rays do not intersect due to the finite 

size of the target object. Fig. 4 shows these two cases (a) and (b). Fig. 4 

(a) shows the case (a); a ray ݎ௩ intersects a target object, and each of 

the ܰ camera pixels ሺ௩ሻ captures either the target object or an 

occluding object. In Fig. 4 (a), for synthetic pixels ௩ଵ, ௩ଶ, the pix-

els ଵሺ௩ଵሻ ௩ଶሻଶሺ ,  capture the target object while ଵሺ௩ଶሻ , 

௩ሻ, jሺ ௩ଵሻ capture occluding objects. The camera pixelsଶሺ ∈

J ⊆ ሼ1,⋯ ,ܰሽ , capturing the target object have similar colors 

 ௩ሻሻ from nearby points on the target object. The other cameraሺሺ

pixels ሺ௩ሻ, k ∈ K ൌ ሼ1,⋯ ,ܰሽ െ  capturing occluding objects ,ܬ

have dissimilar colors ሺሺ௩ሻሻ from points far from each other in 

general. Fig. 4 (b) shows the case (b); a ray ݎ௩ does not intersect a 

target object, and each of the ܰ  camera pixels ሺ௩ሻ captures 

either an occluding object or a back object. In Fig. 4 (b), for synthetic 

pixels ௩ଷ ௩ସ , , the pixels ଵሺ௩ସሻ, ଶሺ௩ଷሻ capture occluding 

objects while ଵሺ௩ଷሻ, ଶሺ௩ସሻ capture back objects. In this case, 

all the colors ሺሺ௩ሻሻ from far points are generally not similar. 

From the above, our pure extraction method needs the two require-

ments. First, for each synthetic pixel ௩, if its ray ݎ௩ intersects the 

target object, several of the ܰ camera pixels ሺ௩ሻ need to capture 

the target object without being occluded by occluding objects. Second, 

the surfaces of all objects in a scene need to have a variety of colors 

such that, for each synthetic pixel ௩, it does not happen that some of 

the ܰ camera pixels ሺ௩ሻ casually capture similar colors coming 

from far points. Then, by considering the cases (a) and (b) above, the 

pure extraction method extracts a target object purely by determining 

which camera pixels capture the target object as follows. 

(a) Among the ܰ camera pixels ሺ௩ሻ, ݅ ൌ 1,⋯ ,ܰ, for a syn-

thetic pixel ௩, if several camera pixels ሺ௩ሻ, j ∈ J ⊆ ሼ1,⋯ ,ܰሽ, 

have similar colors ൫ሺ௩ሻ൯ to each other, the pixels ሺ௩ሻ 

are judged to capture the target object. Then, the pixel ௩ should 

capture the target object, and its color ሺ௩ሻ is given the average of 

the colors ൫ሺ௩ሻ൯. The remaining camera pixels ሺ௩ሻ, k ∈

K ൌ ሼ1,⋯ ,ܰሽ െ  are judged to capture occluding objects, and the ,ܬ

colors ሺሺ௩ሻሻ are discarded. 

(b) If few camera pixels have similar colors, all the ܰ camera pixels 

 ௩ሻ are judged to capture occluding objects and back objects, notሺ

the target object. Then, the synthetic pixel ௩ should not capture the 

target object, and its color ሺ௩ሻ is given no color. 

For the above procedure, it is needed to specify how to determine 

similar colors among the ܰ colors. There is no reference color ob-

tained in advance to compare with the ܰ colors. Thus, our method 

utilizes a clustering technique to distinguish similar colors from the 

others. This clustering technique separates the ܰ colors into some 

clusters by the distances between the colors in a color space, and the 

largest cluster having the most colors becomes a candidate cluster for a 

target object. This clustering technique uses an agglomerative hierar-

chical method [18], which is one of well-known clustering methods 

and iteratively constructs clusters. In this method, first, each color is 

put in a cluster. Then, in each iteration step, two clusters are merged 

into one cluster. By using the centroid method [18], the two clusters to 

merge are determined by the Euclidian distance between the centroids 

of the colors in the two clusters. In the original method, the merging 

iteration proceeds until only one cluster remains. However, in our 

method, the iteration stops when a candidate cluster for a target object 

is obtained, even if more than one cluster remains. 

The pure extraction algorithm is described as follows. After step 0, 

steps 1 to 7 are executed for every synthetic pixel ௩ independently. 

Step.0 : Define thresholds ܮ௧ and ௧ܰ. The value ܮ௧ is a Euclid-

ian distance to decide whether the cluster merging should be contin-

ued. The value ௧ܰ is the number of colors in a cluster to decide 

whether a candidate cluster should be accepted for a target object. 

Step.1 : Put each color ሺሺ௩ሻሻ, ݅ ൌ 1,⋯ ,ܰ, in a cluster ܣ, and 

set the centroid of ܣ to the coordinate of the color ሺሺ௩ሻሻ in a 

color space, such as the RGB space. Let  be the set containing 

all the clusters. 

Step.2 : Let ܮሺܣ௦, -௧ሻ be the Euclidian distance between the cenܣ

troids of two clusters ܣ௦ and ܣ௧. Obtain the distance ܮሺܣ௦,  ௧ሻܣ

for every pair of clusters ܣ௦, ௧ܣ	 ∈ ௦ܣ , ്  ௧. Then, select theܣ

pair of clusters ܣଵ, ܣଶ having the minimum distance ܮ ൌ

,ଵܣሺܮ  .ଶሻ among all the distancesܣ

Step.3 : If ܮ   .௧, stop the merging iteration and go to Step 6ܮ

Step.4 : Merge the clusters ܣଵ and ܣଶ by moving all the colors 

in ܣଶ into ܣଵ and removing ܣଶ from . Then, calculate 

the centroid of all the colors in ܣଵ. 

Step.5 : If only one cluster remains in , then go to Step 6. Other-

wise, go to Step 2. 

Step.6 : Among all the clusters in , select the largest cluster con-

taining the most colors as a candidate cluster ܣ for a target ob-

ject. Let ܰ be the number of the colors in ܣ. 

Step.7 : If ܰ  ௧ܰ, accept the candidate cluster ܣ as a set of 

the colors of the target object. Then, give the average of the colors in 

௩ሻ. If ܰሺ  to the colorܣ ൏ ௧ܰ, do not accept ܣ, and 

give no color to ሺ௩ሻ. 

This algorithm generates a free-viewpoint image ܫ௩ on which only 

the target object is purely extracted without blurred color impurities of 

occluding objects. If a pixel ௩ ∈  ௩ is given a color of the extractedܫ

target object, the colors of not less than ௧ܰ  camera pixels 

௩ሻ൯, jሺ൫ ∈ J ⊆ ሼ1,⋯ ,ܰሽ, contribute to the color ሺ௩ሻ; the 

set of camera indices J depends on the pixel ௩. This means that if 

every part of the target object is captured by any combination of not 

less than ௧ܰ cameras then the target object is perfectly extracted by 

synthesizing the captured colors. As described in section 4.1, a usual 

synthetic aperture imaging method degrades the pureness of a target 

object as the occlusion becomes severe. On the other hand, our method 
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can extract a target object purely even for severe occlusion if every part 

of the target object is captured by ௧ܰ cameras, ௧ܰ  ௧ܰ, and not 

less than ௧ܰ cameras do not casually capture similar colors of far 

points on occluding objects. When the occlusion is not severe, our 

method works well by setting ௧ܰ to more than ሺ1 2⁄ ሻܰ even if 

occluding objects have a uniform color. 

 

5. Editing of extracted object 

We want to provide an application for a user to create a virtual scene 

from a real-world scene so that a desired target object is deformed and 

rearranged, and unwanted objects are removed by interactive editing 

operations. This is considered as a kind of combination of AR and DR 

applications. Thus, our method allows a user to edit an extracted target 

object purely displayed in front of its background in a virtual scene; 

other unwanted objects, including occluding objects, are not displayed, 

and the background is always displayed as it is in the real-world scene 

with no influence by the editing. This is realized by extracting the 

background as well as the target object. Suppose that the surface of the 

background is approximately planar. In the same way as the target 

object, the pure extraction method is applied to the background by 

placing another focal plane close to its surface. The whole background 

is treated as another target object, and objects in front of the back-

ground, including the target object to edit, are treated as occluding 

objects. As a result, the background is extracted purely by removing all 

objects in front of the background such that the extracted background 

covers the whole free-viewpoint image with no empty regions. Objects 

moving near the background are treated as parts of the background.  

After the pure extraction method extracts a target object and its 

background, our editing method starts. First, the extracted target object 

and the extracted background are put on 2D image layers respectively. 

Then, according to the editing by a user, a geometric transformation is 

applied to the target object layer to transform the target object. Cur-

rently, a user can interactively scale, rotate, and translate the target 

object by 2D affine transformations in real time. The editing works 

well even if the target object is moving, as long as its surface is kept on 

its focal plane. Finally, the edited target object layer is overlaid on the 

background layer to generate a free-viewpoint image. As the two lay-

ers are independent from each other, the background is not influenced 

by the editing of the target object even if the background contains 

moving objects. In particular, any empty regions are not caused by the 

editing because the background layer always covers the whole image. 

A free-viewpoint video is generated using videos captured by all the 

cameras in real time. The generation of one free-viewpoint frame im-

age starts by getting the latest frame images from all the cameras im-

mediately after completing the previous free-viewpoint frame image. 

One free-viewpoint frame image is generated by the three processes: 

the pure extraction of a target object and its background, the editing of 

the target object, and the overlaying of the edited target object on the 

background. Consecutive free-viewpoint frame images are generated 

in response to interactive editing operations. A resulting free-viewpoint 

video shows a virtual scene different from a real-world scene. 

 

6. Equipment and implementation 

Our camera array is shown in Fig. 5. It consists of twenty Firefly 

MV video cameras made by Point Grey arranged in a 2D planar array 

configuration. The arrangement of the cameras can be changed arbi-

trarily, as shown in Fig. 5 (a) and (b). In the experiments of section 7, 

the arrangement of (b) was used, and each camera captured a video 

with a resolution of 640 by 480 pixels at 15 fps. All the cameras are 

connected to one PC with five four-port USB 2.0 interface cards. The 

PC has an Intel Core i7-3770 3.4GHz processor, a GeForce GTX 670 

2GB graphics card, and 8GB memory. The intrinsic and extrinsic 

parameters of the cameras were obtained by OpenCV calibration func-

tions. 

Our software was written in C using Visual Studio 2010 on Win-

dows 7 64bit. Graphics libraries OpenGL and GLSL, an image pro-

cessing library OpenCV, and a camera library FlyCapture 2.0 were 

used. In particular, the fragment shader programing by GLSL greatly 

accelerated our software. The camera parameters obtained by OpenCV 

calibration functions were used to arrange the ܰ cameras of the cam-

era array in a virtual world made by OpenGL. After starting our soft-

ware, first, a user interactively places a focal plane close to the surface 

of a background in the virtual world; the focal plane is implemented by 

an OpenGL polygon. In the same way, the user also places another 

focal plane for a target object to edit. The user can move this focal 

plane anytime so as to select an arbitrary target object to edit. Then, 

free-viewpoint frame images are generated. To generate one 

free-viewpoint frame image, first, the latest frame images captured by 

the ܰ cameras are converted to OpenGL textures. Next, the ܰ 

camera image textures are projected and mapped onto the two focal 

planes from the camera viewpoints by OpenGL and GLSL projection 

mapping functions. Then, the two focal planes are rendered for a 

free-viewpoint by involving the pure extraction method and the editing 

method, and finally a free-viewpoint frame image is displayed. The 

two focal planes are rendered separately, and the rendered images are 

converted to textures respectively. The resulting two focal plane tex-

tures are used as the two 2D image layers described in section 5. When 

each focal plane is rendered, the ܰ camera image textures mapped on 

the focal plane are used for the pure extraction method to extract the  

(a) (b) 
Figure 5. Camera array. 
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(a) 

 

(b) 

 

(c) 

 
 (1) (2) (3) (4)

Figure 6. Pure extraction of two target objects (1) with no occluding object, (2) with an occluding object near the camera array, (3) with an occluding 
object between the camera array and the target objects, and (4) with an occluding object near the target objects.  
 

target object or the background by the algorithm in section 4.2. In the 

algorithm, the color ሺ௩ሻ of every synthetic pixel ௩ is determined 

independently. Thus, it was implemented using GLSL fragment shader 

programing so as to efficiently process all the synthetic pixels ௩ in 

parallel on GPU. After applying the pure extraction method, one focal 

plane texture has the extracted target object, and the other has the ex-

tracted background. Then, the former is transformed geometrically by 

an editing operation given by the user, which was implemented using 

GLSL texture matrices. Finally, a free-viewpoint frame image is ren-

dered by overlaying the transformed focal plane texture of the target 

object on the focal plane texture of the background. 

 

7. Experimental result 

7.1 Experiment of pure extraction method 
Fig. 6 shows experimental results by the pure extraction method in 

four cases (1) to (4). In RGB color space, each of R, G, and B values 

was normalized to ሾ0, 1ሿ, and the threshold ܮ௧ was set to 0.3. The 

threshold ௧ܰ was set to 16 in relation to the number of the cameras, 

ܰ, being 20. In each case, the image (c) is a free-viewpoint image 

showing only two target objects extracted by the pure extraction 

method using twenty images captured by the camera array, while the 

image (a) is an image captured by a single camera whose viewpoint is 

the same as the free-viewpoint of (c). The greyscale image (b) shows, 

for each pixel of the image (c), the number of colors, ܰ, in a can-

didate cluster ܣ  in the algorithm. The greyscale color value 

changes linearly with ܰ; the color is pure black when ܰ is 

zero, and it is pure white when ܰ is equal to ܰ. Each image in 

Fig. 6 is a frame image in a video with a resolution of 640 by 480 

pixels. Our software extracted the target objects and generated 

free-viewpoint frame images at about 4 fps. Fig. 6 (1) shows a case in 

which the chessboard and the doll are target objects given a common 

focal plane and any occluding object does not exist in front of them. As 

shown in (1-c), the target objects are extracted purely. The chessboard 

is extracted almost perfectly; in (1-b), the whole region of the chess-

board is almost colored in pure white. This means that the surface of 

the chessboard is focused almost perfectly by all the ܰ cameras. The 

doll is extracted partially because its surface is not planar and does not 

fit the focal plane; the face and upper body are extracted while the 

lower body is not extracted enough. This is explained by the image 

(1-b) in which the regions in focus are white and those out of focus are 

darker; besides, the regions other than the target objects are also darker. 

The regions out of focus are not extracted by the threshold ௧ܰ as 

shown in (1-c). Fig. 6 (2), (3), and (4) show cases in which the frog 

works as an occluding object in front of the two target objects at dif-

ferent depths. As shown in (2,3,4-a), the frog is put near the camera 

array in (2), roughly in the middle between the camera array and the 

target objects in (3), and near the target objects in (4). First, in case (2), 

the target objects in (2-c) are extracted almost as purely as those in 

(1-c) are. They are not covered with blurred color impurities of the frog. 

The frog blocks the views of only a few cameras and the majority of 

the ܰ cameras capture the target objects, which removes the colors of 

the frog. This is explained by (2-b) in which the extracted regions of 

the target objects are nearly white and slightly darker than (1-b). Next, 

in case (3), the target objects in (3-c) are also extracted almost as purely 

as those in (1-c) and (2-c) are. However, the image (3-b) is darker than 
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(2-b) because the frog blocks the views of more cameras. Nevertheless, 

the extracted parts of the target objects are successfully extracted be-

cause these parts are captured by not less than ௧ܰ cameras. Finally, 

in case (4), the chessboard in (4-c) is partially extracted, and its lower 

right part is removed. This is caused by the fact that the frog is too 

close to the chessboard and the removed part is captured by less than 

௧ܰ cameras, which is found in (4-b). The experiments above show 

that the pure extraction method works according to the degree of oc-

clusion for the views of cameras; the part of a target object captured by 

not less than ௧ܰ cameras is successfully extracted. 

 

7.2 Experiment of editing method 
Fig. 7 shows an experimental result by the editing method. A re-

al-world scene is shown in (a), which is a frame image of a video cap-

tured by a single camera. The chessboard is a target object occluded by 

the frog. The images (b) to (f) are frame images of a free-viewpoint 

video for the same viewpoint as (a). The video was generated in real 

time by our software for interactive editing by a user simultaneously 

while capturing the real-world scene by the camera array. Frame im-

ages of the video were generated about 3 fps with a resolution of 640 

by 480 pixels. In (b) to (f), the chessboard and its background are ex-

tracted by the pure extraction method respectively, and other objects, 

including the frog, are removed. The extracted background is not dis-

played clearly because the irregular non-planar surface of the whole 

background consisting of many objects does not fit its focal plane 

enough. The image (b) is given no editing operation. The images (c) to 

(f) are given editing operations to the chessboard: scaling up in (c), 

scaling down in (d), rotation in (e), and translation in (f). The pink 

point on the chessboard in each image was given by the user as the 

center of each geometric transformation. Each operation transforms 

only the chessboard while it is kept extracted purely. The background 

is not influenced by the editing, and any empty regions are not caused.  
Fig. 8 shows another experimental result. The images (a) to (e) are 

frame images selected from an experimental video on which the PC 

monitor was captured during the execution of our software; the images 

are arranged in temporal order from (a) to (e). Our software displays 

two windows on a PC monitor; the left window shows a video of a 

real-world scene captured by a single camera, and the right window 

shows a free-viewpoint video of a virtual scene generated by our 

method on which a user is allowed to edit objects interactively using a 

mouse and a keyboard. A user can move a free-viewpoint on the right 

window although the free-viewpoint was fixed in this experiment to 

compare videos on both windows by the same viewpoint, which was 

given by a fixed single camera of the left window. A user can edit 

objects in a scene directly on a free-viewpoint video in real time sim-

ultaneously while capturing the scene by a camera array. In the re-

al-world scene shown in the left windows in Fig. 8, while a doll is 

dancing at the center as shown in (a) to (e), a man enters into the scene, 

stands near a shelf in the background, and swings his arms as shown in 

(d) and (e). In the virtual scene, as shown in the right windows of (a) to 

(c), the doll and the background are extracted, and the doll is edited as 

a target object by two editing operations; the doll is scaled down in (b), 

and is translated onto the shelf in (c). As a result, as shown in the right 

windows of (d) and (e), after the man entered, he swings his arms 

under the small doll dancing on the shelf. By comparing the left and 

right windows in (c), it is found that the background is displayed as it is 

in the real-world scene with no influence by the editing of the doll in 

the virtual scene; the background region that appears by translating the 

doll is completed with appropriate colors in the right window, while 

the region continues to be occluded by the doll in the left window. In 

(d) and (e), the man is treated as a part of the background. In addition 

to the background region described above in (c), the whole region of 

the moving man is also completed in the right windows, while the 

region is partially occluded by the doll in the left windows. This shows 

that the background is displayed as it is in the real-world scene even if 

it contains a moving object. A careful comparison between the left and 

right windows shows that the free-viewpoint video in the right window 

does not perfectly synchronize with the video in the left window be-

cause of some delay caused by the process to generate a free-viewpoint 

frame image after getting frame images from all the cameras. The 

free-viewpoint video of Fig. 8 was generated about 3 fps with a resolu-

tion of 640 by 480 pixels as well as Fig. 7. This performance is not 

enough for real-time interaction, although its resolution is higher than 

the resolution of 320 by 240 pixels in many other applications. Besides, 

as well as Fig. 7, the extracted background, including the man, is not 

displayed clearly because the irregular surface of the background does 

not fit its focal plane enough. These problems should be solved in 

future. The video of Fig. 8 is found at the journal site and the following 

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 7. Interactive editing for a static target object.
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site:  

http://www-cg.cis.iwate-u.ac.jp/~fujimoto/demo/video-edit-ASnico20

15/video-edit-ASnico2015.wmv 

 

8. Conclusion 

We proposed a new method to enable a user to interactively edit an 

existing object displayed in a virtual scene on a free-viewpoint video in 

real time simultaneously while capturing its original real-world scene 

by a camera array. Our pure extraction method based on synthetic 

aperture imaging can extract the whole shape of a target object purely 

even if it is partially occluded by other objects. By purely extracting a 

target object and its background, our editing method enables a user to 

create a virtual scene by editing the target object interactively, while the 

background is displayed as it is in the real-world scene with no influ-

ence by the editing even if it contains moving objects.  

Currently, only a single focal plane can be used to extract a target 

object. It should be improved so as to use multiple focal planes to edit 

more than one target object independently. In addition, currently, mul-

tiple objects whose surfaces are on a focal plane are extracted together, 

as shown in Fig. 6, regardless of user’s intention. It should be also 

improved so that a user can extract individual objects separately. Be-

sides, it is desired to use non-planar focal surfaces to fit irregular object 

and background surfaces. Currently, a target object to edit and objects 

in its background are allowed to move as long as their surfaces are kept 

on their focal planes. The tracking of the extracted objects moving 

freely without such a restriction is also a challenging problem [9, 10]. 

The current 2D affine transformations should be extended to 3D geo-

metric transformations. More efficient processing is required for re-

al-time high performance. 
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